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ABSTRACT 

The periodic and sequential partial update normalized LMS (P-
NLMS and S-NLMS) algorithms and their variants are often used 
to reduce the computation cost of NLMS. In this paper, S-NLMS is 
employed in a low-resource subband adaptive filter implemented 
on an oversampled DFT filterbank. To analyze the system per-
formance, we present a polyphase filterbank model for the P-
NLMS and S-NLMS algorithms. It is shown that implicitly both 
algorithms employ perfect reconstruction delay chain analy-
sis/synthesis filterbanks. As a result, the decimation involved in 
partial filter update does not introduce any steady-state perform-
ance degradation. The presented model can be employed to further 
predict and justify the convergence behavior of the partial update 
algorithms more accurately. Implementation of the S-NLMS algo-
rithm on subband adaptive filters employing oversampled filter-
banks is next described. Evaluation of the adaptive system per-
formance shows that for stationary inputs, the S-NLMS algorithm 
(with proper step-size scaling) performs very similarly for moder-
ate decimation factors of the S-NLMS. 

1. . INTRODUCTION  

The normalized least mean square (NLMS) algorithm has been 
widely used for adaptive noise and echo cancellation. However, in 
many practical applications a large number of adaptive taps must 
be employed, leading to prohibitively large computational (mem-
ory and CPU) requirements for real-time implementation on low-
resource platforms. Alleviation of this problem often comes in the 
form of various partial update NLMS algorithms. In this paper we 
focus our attention on periodic and sequential partial update NLMS 
(P-NLMS and S-NLMS) and sequential block update NLMS (SB-
NLMS) [1,2,3]. While much work has been done on examining the 
convergence properties and the computation cost reduction of the 
sequential update algorithms, a multirate analysis of the methods 
has not yet been presented. 

Motivated by the research presented in [4], we present a signal 
processing view of the partial update algorithms, based on multi-
rate filterbanks. Specifically, we show that the sequential update 
algorithms can be modelled by subband adaptive filters employing 
perfect reconstruction (PR) delay lines as their analysis and synthe-
sis filters, and polyphase components of the adaptive filter as sub-
band adaptive filters. This new perspective on the sequential update 
algorithms helps us to better understand, theorize and justify their 
convergence and steady-state behavior. 

We propose and implement the S-NLMS algorithm for subband 
adaptive filters implemented on oversampled DFT filterbanks. The 
evaluations demonstrate that while the method is computationally 
more efficient than the NLMS, it performs very similar to the 
NLMS for stationary inputs. 
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1Ŵ



















0

0

2

0

,m

,m

ŵ
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ŵ

ŵ
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1Ŵ1Ŵ
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ŵ

-



















3

1

0

0

,m

,m

ŵ
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Figure 1: Block diagram of the S-NLMS for 2D = . 

In Section 2, we briefly introduce the basic S-NLMS and P-
NLMS methods. Next in Section 3 a polyphase filterbank view of 
the partial update algorithms is presented. Section 4 details an im-
plementation of S-NLMS on an oversampled filterbank platform, 
and presents the evaluation results. Conclusions of this work are 
finally presented in Section 5. 

2.  THE S-NLMS ALGORITHM 

Given the adaptive filter ],...,,[ ,,, n1Ln1n0 wwwn −=W  (of length L ) at 

time n , input signal )(nx  with variance 2
xσ , vector 

)](),...,(),([ 1Lnx1nxnxn +−−=X , desired signal )(ny , and error sig-
nal )(ne , the filter update equation in S-NLMS (a simple extension 
of S-LMS in [1]) is given by 
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For 1D = , this reduces to NLMS. As Fig. 1 illustrates for 2D = , 
this algorithm uses a decimated version of the input signal to up-
date only one of the  D adaptive sub-filters at a time. Note that 
each sub-filter is of length DL / . In SB-NLMS the adaptive filter is 
divided into  D blocks, each containing DL /  (assumed to be an 
integer) consecutive samples of the adaptive filter [3].  

Eq. (2) characterizes the P-NLMS (based on P-LMS in [1]) 
where instead of the input signal, the error signal is decimated. In 
Eq. (2),  DnDj /= , where  ⋅  represents integer truncation. 
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Figure 2: Adaptive filter using a PR delay chain filterbank. 
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Figure 3: PR delay chain with polyphase filters adapted jointly. 
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3.  POLYPHASE FILTERBANK MODELS FOR PARTIAL 
UPDATE NLMS 

From Fig. 1, it can be easily seen that the sub-filters are indeed the 
polyphase components of the adaptive filter. We will now show 
that the whole S-NLMS system employs PR analysis/synthesis 
filterbanks.  

It is proposed in [4] that a time-domain adaptive filter can be 
implemented in subbands using a PR analysis-synthesis filter bank. 
Accordingly, by interchanging the analysis filter and decimation 
operations, one can adapt the polyphase components of the adap-
tive filter. To model S-NLMS, we choose the simple case of the 
delay chain PR system. The descriptions and figures in this section 
depict the approach for the  2D = case; extension to higher values 
of  D is straightforward. Shown in Fig. 2 is the adaptive filter cas-
caded with a PR delay chain. Fig. 3 depicts the equivalent poly-
phase model where the adaptive polyphase components should be 
jointly adapted as suggested in [4]. In the next step depicted in Fig. 
4, each of the two error signals ( )(ne0  and )(ne1 ) are employed 
sequentially to adapt the polyphase components for all input sam-
ples. Finally, if only even samples of x(n) are used for adaptation 
(i.e. the thin dashed lines in Fig. 4 are disconnected), we obtain the 
S-NLMS system as presented in Fig. 1. 
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Figure 4: Polyphase adaptive filter representation using a delay 

chain. For S-NLMS, ignore the thin dashed lines 
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Fig. 5: Polyphase model for SB-NLMS, for a filter length of four 

and two sub-filters (only one adaptation branch shown). 

As shown, S-NLMS is still using a PR polyphase system and 
thus the decimation of the input signal does not introduce any alias-
ing. The only difference between S-NLMS and the polyphase adap-
tive system of [4] is in the adaptation strategy: rather than updating 
all the polyphase components for all time samples, S-NLMS up-
dates only one (out of D ) polyphase components at a time. This 
may, however, slow down the convergence as reported in the litera-
ture [1-4]. 

With slight modifications, the proposed polyphase filterbank 
accurately models the P-NLMS algorithm. Specifically, if the error 
signal )(ne1  (in Fig. 4) is not employed for adaptation, and both 
polyphase components are adapted using only )(ne0 , we end up 
with the P-NLMS algorithm. 

Next, the polyphase model for SB-NLMS is described con-
siderin the case of a filter of length 4L = , with two sub-filters 

],[ ,, n1n00s ww=W  and ],[ ,, n3n21s ww=W . The PR polyphase filter-
bank model is depicted in Fig. 5. Since LD = , each polyphase filter  



R

Rh0(n)

hK-1(n)

R

Rh0(n)

hK-1(n)

R

R

…

g0(n)

gK-1(n)

Adaptive Processing
Block

Adaptive Processing
Block

…x(n)

y(n)

y (n)

e(n)

Analysis Filterbank

Analysis Filterbank Synthesis Filterbank

…
…

……
…

+

0

y (n)
K-1

x (n)
K-1

x(n)
0

R

Rh0(n)

hK-1(n)

R

Rh0(n)

hK-1(n)

R

R

…

g0(n)

gK-1(n)

Adaptive Processing
Block

Adaptive Processing
Block

…x(n)

y(n)

y (n)

e(n)

Analysis Filterbank

Analysis Filterbank Synthesis Filterbank

…
…

……
…

+

0

y (n)
K-1

x (n)
K-1

x(n)
0

 
Figure 6: Block diagram of the OS-SAF system. 
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Figure 7: MSE convergence of the S-NLMS algorithm on the OS-
SAF platform for 1,4,8,12D = and 24 , and stationary input signals. 
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Figure 8: MSE convergence of the S-NLMS algorithm in time-
domain for 1,4,8,12D = and 24 , and stationary input signals. 

contains only one filter tap. The error signals [ )(ne0 , )(ne2 ] and 
[ )(ne1 , )(ne3 ] adapt the sub-filters 0sW  and 1sW , respectively. At 
time n , )(ne0  adapts 0sW  (including )(zW0  and )(zW1  compo-
nents) as illustrated in Fig. 5. Then at time 1n + , )(ne1  adapts (not 
shown in the Figure) a copy of 1sW  (including )(zW2  and )(zW3  
components) located in its associated polyphase set (the set gener-
ating )(ne1 ). Similarly, the sequential block adaptation employs 

)(ne2  and )(ne3 at times  2n + and 3n + , respectively. Some re-
searchers have proposed selective partial update variants to SB-
NLMS to increase the performance [3]. In the polyphase model

Table 1: Maximum step-size ( maxµ ) for various decimation rates, 
using the OS-SAF system. 

 
Decimation Rate D  1 4 8 12 

maxµ  0.65 2.7 2.0 2.0 
D/maxµ  0.65 0.675 0.25 0.17 

Table 2: Maximum step-size ( maxµ ) for various decimation rates, 
using the time-domain S-NLMS. 

Decimation Rate D  1 4 8 12 
maxµ  1.2 4.0 2.2 1.5 

D/maxµ  1.2 1 0.275 0.125 

 
of Fig. 5, this is simply represented by optimally choosing one of 
the error signals (and its associated sub-filter) at any time instant. 
Based on the proposed model, various sequential and non-
sequential adaptation and blocking strategies are possible. 

4. S-NLMS EMPLOYED IN A SUBBAND ADAPTIVE 
FILTER 

We employ the S-NLMS algorithm in an oversampled subband 
adaptive filter (OS-SAF) [5] for acoustic echo cancellation. The 
OS-SAF, depicted in Fig. 6, includes a near-PR oversampled DFT 
filterbank, with adaptive filters in subbands consisting of 

 32L = taps. The oversampling factor is RKOS /= , where  R is the 
subband decimation factor (analysis hop-size) and K is number of 
complex subbands. The filterbank selected for this system was a 
weighted overlap-add (WOLA) filterbank used for many low-power 
tasks [5]. It was configured for an analysis window length of 128  
points, a synthesis window length of 32  points, 32k =  complex 
bands (of which 16  are unique because of Hermitian symmetry), 

4R = , and 8OS = as a result. The WOLA filterbank has various 
associated advantages (see [5]) and of particular note is its capability 
for high over-sampling factors permitting the use of a relatively 
short and low-delay prototype filter with a long frequency transition 
region. Each adaptive processing block in Fig. 6 is an adaptive filter 
employing the S-NLMS using Eq. (1) (extended for complex sub-
band signals).  

The reference signal used in simulations was white noise sam-
pled at 8 kHz. The echo was generated using the eighth plant ( 128  
samples long at 8 kHz) from ITU-T Recommendation G.168 [7], 
and normalized for an echo return loss (ERL) of 10 dB.  There was 
no near-end disturbance in the primary signal. 

We have to comment on the µ  setting in S-NLMS and P-
NLMS as compared to the NLMS. Some researchers have used 
identical µ values for all methods (see [1,2]). However, others (for 
example [4]) have optimized their µ  values to obtain the same 
steady-state performance. Since a subband adaptive structure simi-
lar to [4] is employed in this research, we choose the optimized µ  
approach. Our observations (described below) show that using a µ  
proportional to  D (through the term DL /  in the denominator of 
Eq. (1)) leads to almost identical (short-term and asymptotic) S-
NLMS performances for various decimation rates. Also, consider-
ing that each time-step for filter update is D  times larger in S-
NLMS compare to NLMS, the proposed scaling imposes the same 
time-constant for filter adaptation for both S-NLMS and NLMS. 
Thus, we have adopted this step-size scaling strategy throughout 
this research for S-NLMS, and P-NLMS.  

Fig. 7 depicts the fullband residual error (echo) of the echo can-
celler against time for  1,4,8,12D = and 24 . As the mean-squared 
error (MSE) shows, both the short-term convergence and the 
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Figure 9: Whitening by decimation of the subband signals. 

asymptotic performances are almost identical for various decima-
tion rates. There is no considerable misadjustment due to µ  scaling 
for higher values of D . Intentionally, a high over-sampling of 

8OS =  was used in the OS-SAF to prevent aliasing errors in the 
filterbank analysis stage from interfering with the adaptation (see 
[6]). Inevitably, this leads to a slow asymptotic convergence as 
depicted in Fig. 7.  

To investigate the effect of the proposed step-size scaling on the 
stability of the S-NLMS algorithm, we performed a series of ex-
periments for various D  values with the same system set-up to 
find the maximum step-size ( maxµ ) for a stable performance in 
each case. Table 1 lists the results for 12 1,4,8,D = . As shown, the 
value of D/maxµ  does not linearly decline with D at least up to 

8D = . This shows that for moderate decimation rates ( D << L ), 
the proposed step-size scaling does not render the system unstable. 
In practice, much smaller step-sizes are employed in NLMS to 
avoid artifacts. Thus the employed step-size scaling is very practi-
cal for moderate decimation rates of S-NLMS. 

To compare the performance of the S-NLMS on the OS-SAF 
system with time-domain S-NLMS, we simulated a time-domain S-
NLMS system with an adaptive filter length of 128L =  (the same 
as the echo plant length). The primary input signal was white noise 
filtered through a low-pass filter to obtain the same spectral shape 
as those of subband signals in the OS-SAF. Using the same step-
size scaling strategy, we achieved identical convergence perform-
ance for  1,4,8,12D = and 24 as depicted in Fig. 8. Also, as Table 2 
shows, the maximum step-size for the time-domain S-NLMS fol-
lows trends very similar to those in Table 1 for the OS-SAF sys-
tem. 

The performance of S-NLMS in practical applications (like 
acoustic echo cancellation), where the input (often speech and au-
dio) signals and the unknown plant are both nonstationary, will 
degrade more severely by increasing the decimation rate D  [1-3]. 
This is partially due to the fact that the plant might change before 
all the polyphase components are updated.  

4.1 Whitening by Decimation and S-NLMS 

We have already proposed a method of whitening by decima-
tion (WBD) of the OS-SAF subband inputs [5] as shown in Fig. 8. 
The idea is to use a decimated version of the bandlimited subband 
signals for adaptation. Then the decimated signals would have 
wider bandwidths, leading to faster convergence. To limit the alis-
ing errors, the decimation rate is limited to 2OSD /≤  [5,6]. In light 
of the analysis presented in Section 3, it is evident that in a poly-
phase model of WBD only one out of the  D adaptive polyphase 
components is used, and the other polyphase components are set to 
zero. Obviously this leads to aliasing and performance limitation as 
D increases [6]. The direct effect of aliasing is only on the adap-

tive side branch (in Fig. 9) and the adaptation process. For small 
values of D ( 2OSD /≤ ), the introduced aliasing limits the as-
ymptotic performance of the OS-SAF system but the degradation is 
negligible for many practical applications [6]. 

5. CONCLUSION 

We have presented a new perspective on the family of partial 
update adaptive algorithms, including S-NLMS, P-NLMS, and SB-
NLMS. The presented models demonstrate that partial update algo-
rithms are indeed subband adaptive systems, employing a PR delay 
chain analysis/synthesis filterbank, with polyphase components of 
the adaptive filter as SAFs. While S-NLMS decimates the input 
signals, P-NLMS decimates the error signal. However, due to the 
PR property of their employed filterbanks, no aliasing will occur. It 
is also shown that the difference of various partial update algo-
rithms is only in the way the subband error signals are related to 
(and used to adapt) the polyphase components of the adaptive filter. 
We employed the S-NLMS for a low-resource OS-SAF system. 
Performance evaluations confirm that with proper step-size scaling, 
it can achieve the same performance as the NLMS with stationary 
signals. 

Another important observation is that the S-NLMS (and other 
partial update algorithms reviewed) is not strictly following the 
NLMS method for each polyphase component. Notice in Fig. 4 that 
although the error signal )(ne0  is used to update only the poly-
phase filter )(z0W , the sub-filter )(z1W is also contributing to the 
error signal )(ne0 . The same conclusion may be drawn from Fig. 5, 
as well as Equations (1) and (2). As a result, their mis-adjustment 
and convergence properties might not strictly follow the NLMS 
patterns. WBD on the other hand is strictly following the NLMS 
strategy since there is only one adaptive polyphase filter contribut-
ing to the error signal. 

For future work, we will try to gain more insight into the tran-
sient and steady-state behavior of the partial update LMS and af-
fine projection algorithms, based on the proposed models.  
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